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When an Where

Literature
Lecture notes are available as collection of slides
G. Kramer, I. Maric, and R.D. Yates: Cooperative Communications,
Foundations and Trends in Networking. Hanover, MA: now
Publishers Inc., vol. 1, no. 3-4, June 2007.

Date and Time
When - Thursday, March 10th, 2010, 17:00-18:30

10 minutes break

Where - SEM 389, 1st floor, room CG0118 (Institute of
Communications and Radio-Frequency Engineering).

Exam
Written exam at the end of the semester
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Topics

Communication theory (physical layer, link layer, network layer)
Network models
Physical layer channel models for mobile-users
Cooperative strategies (Amplify-and-forward, compress-and-forward,
decode-and-forward)
Cooperative diversity
Coded cooperation
Virtual MIMO systems
Interference alignment
Cooperative vehicle-to-vehicle communications
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Communication Network

Wireless
Cellular networks - GSM, UMTS, UMTS LTE
Wireles local area network (LAN)

Wireline
Internet
Plain old telephone systems (POTS)

A communication network is made out of
devices, and
channels.
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Device and Channel Properties 1.1 Introduction 273

Table 1.1 Device and channel properties.

Devices (Nodes) Channels (Edges)

Wireline Constraints: Independent channels
– processing speed/energy No interference
– input/output (ports) Limited bandwidth
– delay Slow changes

Limited network knowledge Packet erasures

Wireless Constraints: Broadcasting
– transmit energy Interference
– processing speed/energy Noise
– half-duplex Limited bandwidth
– delay Slow or rapid changes

Limited network knowledge
Limited channel knowledge

on the other hand, has limited battery resources and likely wishes to

conserve energy. A wireless link can have rapid time variations aris-

ing from mobility and multipath propagation of signals. Some of these

properties are collected in Table 1.1 and are described in more detail in

this text.

The purpose of a communication network is to enable the exchange

of messages between its nodes. These messages, as generated by an

application, are organized into data packets. In the traditional model

of a network, the nodes operate as store-and-forward packet routers

that transmit packets over point-to-point links. However, this model is

unnecessarily restrictive as it ignores two important possibilities:

• Node Coding: Nodes can combine, or encode, any of their

received information and symbol streams.

• Broadcasting: Nodes overhear the transmissions of other

nodes from which they are not required to receive messages.

Node coding is possible in any network, while the ability to over-

hear transmissions is a property of the physical communication chan-

nel. In particular, wireless devices inherently broadcast information in

that a signal to a particular receiving node can be overheard by other

nodes. Typically, the wireless nodes treat these overheard signals as

interference and the system provides mechanisms to mitigate this inter-

ference. For example, many second generation cellular phones employ

code division multiple access (CDMA) to permit signal decoding in

Table source: [1, Tab 1.1]
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Network Purpose

Enable message exchange between devices (nodes)
Traditional approach

Nodes use packet transmission with store-and-forward
Channels treated as point-to-point links
Data packets traverse paths: sequences of nodes

Two other possibilities
Node coding: nodes process

Reliable message or packet bits (network coding)
Reliable or unreliable symbols (relaying/cooperation)

Broadcasting: nodes overhear wireless transmissions
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Cooperative Communications

Goals
Increasing the communication rate
Increasing the communication reliability
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Cooperation Examples

(a) Base stations (devices) cooperating via wired & wireless
links

(b) Cellular network with remote antennas
(c) Multi user relaying

Course Goals, Prerequisites, Outline Overview Conventional Networks: A Review
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RANKOV and WITTNEBEN: SPECTRAL EFFICIENT PROTOCOLS FOR HALF-DUPLEX FADING RELAY CHANNELS 381

white Gaussian noise at the destination. The information rate
of this scheme for i.i.d. fading channels {h1[k]}k and {h2[k]}k
is given by

RAF =
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where the expectation is the with respect to the channels h1

and h2
3. The pre-log factor one-half follows because the relay

operates in half-duplex mode and two channel uses are needed
to transmit the information from the source to the destination.

B. Decode-and-forward
Another relaying strategy is given by the decode-and-

forward scheme. The relay decodes the message sent by the
source, re-encodes it by using the same or a different codebook
and forwards the message to the destination. The relay receives
in time slot k

y3[k] = h1[k]x1[k] + n3[k]. (5)

After decoding and retransmission the destination receives in
time slot k + 1

y2[k+1] = h2[k+1]x3[k+1] + n2[k+1] (6)

where x3 ∼ CN (0, P3) is the transmit symbol of the relay4.
The information rate of this scheme for i.i.d. fading channels
{h1[k]}k and {h2[k]}k is given by

RDF =
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Note that since the direct connection between source and
destination is not available it is not possible to use a decode-
and-forward scheme based on superposition coding as de-
scribed in [3], [12], where the signals from the relay and the
source coherently add up at the destination. Furthermore, the
rate given in (7) is exactly the ergodic capacity of the half-
duplex relay channel with no direct connection, which can be
easily seen by applying the cut-set upper bound [3] and by
inspecting that (7) is equal to this upper bound.

C. Orthogonalize-and-forward
Consider now a network with 2N + K terminals. The

network is divided into three sets: N source terminals in T1
want to transmit messages to N destination terminals in T2
with the help of K relay terminals in T3, see Fig.2. The
random variables of the channel are:

• x1: N × 1 dimensional vector that contains the transmit
symbols of all source terminals in T1. The elements of
x1 are i.i.d. CN (0, P1),

• y2: N × 1 dimensional vector of received symbols at the
destination terminals in T2,

• y3: K× 1 dimensional vector of received symbols at the
relay terminals in T3,

3Note that g is a function of h1.
4Note that due to simplicity we used in (5) and (6) symbolwise notation

but in practice coding and decoding is done blockwise.

H 1 H 2

1

N

1

2

N

1

2

K

2

T3 T2T1

Fig. 2. Muli-user relaying with distributed zero-forcing relays (orthogonalize-
and-forward)

• H1: K ×N dimensional channel matrix between termi-
nals in T1 and T3,

• H2: N ×K dimensional channel matrix between termi-
nals in T3 and T2,

• n2: N × 1 dimensional vector of i.i.d. additive white
Gaussian noise terms at the destination terminals in T2,
with zero-mean and variance σ2

2 ,
• n3: K × 1 dimensional vector of i.i.d. additive white

Gaussian noise terms at the relay terminals in T3, with
zero-mean and variance σ2

3 .

All random variables are independent of each other. The relay
terminals in T3 receive in time slot k

y3[k] = H1[k]x1[k] + n3[k]. (8)

Each relay T3i ∈ T3, i = 1, 2, . . . , K scales its observation
(which is a superposition of the transmit symbols of all sources
T1i ∈ T1, i = 1, 2, . . . , N ) by a coefficient gi[k] such that an
average sum power constraint among the relays is fulfilled
and such that the overall channel between the sources and
the destinations becomes diagonal. In order to achieve this
each relay has to know all channel coefficients in the network,
i.e., each relay has complete knowledge of H1 and H2. The
destination terminals in T2 receive in time slot k + 1

y2[k+1] = H2[k+1]G[k]H1[k]x1[k]

+H2[k+1]G[k]n3[k] + n2[k+1]. (9)

We choose the diagonal gain matrix G[k] =
diag

�
(g1[k], g2[k], . . . , gK [k])T

�
such that the transmissions

between terminals in T1 and T2 become interference-free.
For this purpose we define the interference matrix Hint with
dimensions K × N(N − 1) where the columns of Hint are
defined by5

h
(1)
p ⊙ h

(2)
q (10)

for all p, q ∈ {1, 2, . . . , N} and p �= q, where h
(1)
p is the

vector containing the channel gains from the pth node in T1
to all relays in T3 (i.e., the pth column of H1) and h

(2)
q is

the vector containing the channel gains from the qth node
in T2 to all relays in T3 (i.e., the qth column of H

T
2 ). The

two-hop matrix channel H2GH1 becomes diagonal if g =
diag(G) = (g1, g2, . . . , gK)T lies in the null space of the
interference matrix Hint (zero-forcing). Let r = rk(Hint) =

5For ease of notation we drop the time index k

Authorized licensed use limited to: Universitatsbibliothek der TU Wien. Downloaded on February 26, 2009 at 10:36 from IEEE Xplore.  Restrictions apply.

(a) (b) (c)

Figure source: [1, 2]
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Abstract Networks

1

Overview

1.1 Introduction

The classic representation of a communication network is a graph, as
in Figure 1.1, with a set of nodes and edges. The nodes usually rep-
resent devices such as a router, a wireless access point, or a mobile
telephone. The edges usually represent communication links or chan-
nels, for example a fiber-optic cable or a wireless link. Both the devices
and the channels may have constraints on their operation. For example,
a router might have limited processing power, or perhaps it can accept
data from only a few of its ports simultaneously. A fiber-optic link
has a limited bandwidth (which can be quite large!). A wireless phone,

Fig. 1.1 A network graph.

272

A communication network has devices and channels
One commonly represents a network as a directed graph G = (N , E)
where N is a set of nodes and E is a set of edges (an edge is an
ordered pair of nodes).

Nodes represent communication devices
Edges represent communication channels (or links)

Figure source: [1]
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Protocol Stack
278 Conventional Networks: A Review

Application

Network Network

Session Session

Presentation Presentation

Application Application

Physical
Interface

Physical
Interface

Data Link

Media Access Control

Data Link

Media Access Control

Transport Transport

PHY

IP

TCP

Wireless Channel

Fig. 2.1 Network protocol stack.

modules to peer modules in other network nodes are the basis for dis-
tributed network algorithms.

Data packets are used to communicate from a source node to a des-
tination node via a path with intermediate nodes. At the source, data
packets generated by an application are passed from module to mod-
ule down through successive layers of the protocol stack. Each module
typically appends its own header to each such data packet. A module
may repackage the data packets, by dividing packets into smaller pack-
ets. The packet headers serve as protocol signaling for peer modules,
either at intermediate nodes or at the destination node. A module also
may inject its own control packets in order to communicate with peer
modules.

When a packet proceeds through a multihop route to a destination,
a packet climbs no higher than necessary in the protocol stack. That
is, a packet passing through an intermediate node will reach the net-
work layer where the routing algorithm will decide to what node the
packet should be forwarded. Thus a packet reaches the transport layer
and application layer only at the destination. At the destination, each
module is responsible for undoing the repackaging of its source node

Figure source:[1, Fig 2.1]
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A little bit of Communication Theory

280 Conventional Networks: A Review

retransmission protocols at the link layer. The PHY layer is respon-

sible for the transmission of bits to a receiver of a link. The coding

and modulation employed at the PHY layer for a single point-to-point

link may be quite complex. When forward error correction (FEC) and

hybrid ARQ protocols are employed, the line between the physical and

link layers is blurred. However, above the link layer, one can assume

that the interfaces between layers are based on binary data packets.

In the following sections of this chapter, we climb the protocol stack

in describing the traditional functions of the physical, link and network

layers.

2.2 Physical Layer: Communication Theory

We review basic concepts of communication theory. This theory is use-

ful for all network layers, but in particular for the PHY and application

layers where source and/or channel coding are used. The following sec-

tions also introduce notation that we use throughout the document.

2.2.1 Information Theory

Information theory began as the mathematics of communications for

one source and one channel [164]. Consider Figure 2.2 and suppose

the source puts out a message W that consists of B independent and

uniformly distributed bits. Let X and Y be random variables repre-

senting the channel input and output with alphabets X and Y, respec-

tively. A discrete memoryless channel (DMC) is a conditional probabil-

ity distribution PY |X(·), where X and Y are discrete and finite.
1
The

encoder transmits a string Xn
= X1,X2, . . . ,Xn that is a function of W .

Source
Message

Channel

SinkDecoderEncoder

Fig. 2.2 Communications model.

1The theory generalizes to continuous random variables in natural ways.

Channel input X ∈ X , channel output Y ∈ Y
Discrete memoryless channel (DMC) described via conditional
probability distribution PY |X (·) where X and Y are discete and finite.
Encoder transmits string X n = X = X1,X2, . . . ,Xn that is a function
of W .
Decoder sees Y n = Y1,Y2, . . . ,Yn and puts out message estimate
Ŵ that is a function of Y n.

Figure source: [1, Fig. 2.2]
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Capacity

Source message W has B bits; rate R = B/n bits per channel use
for sufficiently large n.
Capacity: maximum R at which one can transmit W reliably, hence
Pr[Ŵ �= W ] get close to zero for large code word length n,

R ≤ C = max
PX (·)

I(X ;Y ) bits/use

where

I(X ;Y ) =
�

a∈X ,b∈Y,PXY (a,b)>0,

PXY (a, b) log2
PXY (a, b)

PX (a)PY (b)

is the mutual information between X and Y .
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Random Codes
Random codebook design - not suitable for practical systems

Choose a probability distribution PX (·)
Generate 2nR codewords x(w), w = 1, 2, . . . , 2nR , by choosing xi(w),
i = 1, 2, . . . , n, independently using PX (·)

Encoder and Decoder
Encoder transmits x(w)

Decoder sees y and puts out the ŵ for which x(ŵ) is “closest” to y ,
where “closest” can be measured in terms of, e.g.,
maximum-likelihood or least squares.

Error Probability
Over the ensemble of all codebooks constructed as above, one can
make Pr[ ˆW �=W ] → 0 as n → ∞ if R < I(X ;Y )

One can thus find a sequence of codebooks of increasing length n for
which R < I(X ;Y ) and Pr[ ˆW �=W ] → 0

Finally, optimize over PX (·)
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Simple Channel - Real Valued I

Additive white Gaussian noise (AWGN) channel

Y =
h

dα/2 X + Z

with block power constraint
n�

i=1
X 2

i /n ≤ P .

X , Y , and Z are real random variables X ,Y ,Z ∈ R

Z ∼ N (0,N) is Gaussian with variance N
h ∈ R is the channel gain, d is the distance and α is the path loss
exponent (model not valid for small d)
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Simple Channel - Real Valued II

Capacity formula generalized for continuous random variables

C = max
pX(·)

�
pXY (a, b) log2

pXY (a, b)
pX (a)pY (b)

da db bits/use

Maximum entropy theorem [3, p. 234]: best X is Gaussian with zero
mean, µ = 0, and variance σ2 = P, and the capacity is

C =
1
2 log2(1 + γ) bits/use ,

where γ = ( P
N ) |h|

2

dα is the signal to noise ratio (SNR).
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Simple Channel - Real Valued III

Normal (Gaussian) distribution:

X∼ N (µ,σ2) , pX (a) =
1

σ
√

2π
e−

(a−µ)2
2σ2

!6 !4 !2 0 2 4 6 8
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Figure 1.1: Gaussian or Normal pdf, N(2, 1.52)

The mean, or the expected value of the variable, is the centroid of the pdf. In

this particular case of Gaussian pdf, the mean is also the point at which the pdf is

maximum. The variance σ2 is a measure of the dispersion of the random variable

around the mean.

The fact that (1.1) is completely characterized by two parameters, the first and

second order moments of the pdf, renders its use very common in characterizing

the uncertainty in various domains of application. For example, in robotics, it is

common to use Gaussian pdf to statistically characterize sensor measurements,

robot locations, map representations.

The pdfs represented in Figure 1.2 have the same mean, µ = 2, and σ2
1 >

σ2
2 > σ2

3 showing that the larger the variance the greater the dispersion around the

mean.
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0
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0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

x

f(
x
)

σ
3

2

σ
2

2

σ
1

2

Figure 1.2: Gaussian pdf with different variances (σ2
1 = 32, σ2

2 = 22, σ2
3 = 1)

3

Gaussian pdf, N (2, 1.52) [http://users.isr.ist.utl.pt/~mir/pub/probability.pdf]
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Simple Channel - Complex Valued I

In this lecture we consider equivalent baseband notation.
Modulation and demodulation to carrier frequency fC is not
explicitely stated, signals are complex valued.
Complex valued AWGN channel

Y =
h + a
dα/2 X + Z

with block power constraint
n�

i=1
|Xi |2/n ≤ P .

X , Y , and Z are complex random variables X ,Y ,Z ∈ C
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Simple Channel - Complex Valued II

Z ∼ CN (0,N) is Gaussian, real and imaginary parts are indenpendt,
each with variance N/2,

Z = ZR + jZI .

Capacity
C = log2(1 + γ)

is achived with Gaussian X with independent real and imaginary
parts, each with variance P/2.
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Practical Modulation Alphabets
Discrete X used for practical reasons, e.g. M-ary phase shift keying
(PSK) with X =

√
Pej2πm/M , m = 0, 1, . . . ,M − 1 .

Course Goals, Prerequisites, Outline Overview Conventional Networks: A Review

PSK Capacities
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SNR in decibels: γdB = 10 log10 γ dB

Figure source:[1, Fig 2.3]
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Bandlimited Channels I

Spectral efficiency includes the effect of bandwidth
The spectral efficiency of a modulation set measures the number of
bits per second per Herz that the set can support
The carrier frequency fC is much larger than the channel bandwidth
W ,

fC − W /2 < |f | < fC + W /2

Equivalent baseband notation: Input and output signal are complex
and bandlimited to |f | < W /2.
Channel is used for a period of T second. Channel input and output
described by n = TW complex samples spaced TS = 1/W apart.

X (t) =
n�

i=1
Xi

sin(πWt − πi)
πWt − πi
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Bandlimited Channels II

Average energy per sample

ES = PTS =
n�

i=1
E[|Xi |2]/n

Channel: Yi = Xi + Zi , where Zi = ZR,i + jZI,i

ZR,i and ZI,i are independent, Gaussian random variables with variance
(NTS)/2 each.
Noise power N increases with bandwidth W : N = N0W , where N0/2
denotes noise power per Hertz.
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Bandlimited Channels III
Modulation rate Rmod = log2(M) bits, where M = |X | is the number
of elements in the alphabet (QPSK: Rmod = 2)
Encoder map kc information bits to nc coded bits. Code rate
Rc = kc/nc .
Overall coded modulation rate: R = RcRmod

Encoder
Rc

Modulator
Rmod

kc 
information 
bits

nc 
code bits

n
complex 
samples

xi

Energy per information bit: Eb = PTS/R = ES/R
Noise energy or variance: NS = NTS = N0WTS = N0

Note: ES/NS = P/N = (Eb/N0)R
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Bandlimited Channels IV

Spectral efficiency: η(Eb/N0,Pb) = R∗
c Rmod bits/s/Hz

R∗
c is the maximum code rate for which a bit-error probability of Pb

can be achived given Eb/N0.

Typical values for Pb:

Wireless: 10−3

Magnetic recording: 10−12

Fiber optic: 10−14

For Pb ≤ 103 we can also compute η(Eb/N0) = η(Eb/N0,Pb)|Pb→0
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Computing Spectral Efficiency I
Passband AWGN channel

R ≤ C = log2

�
1 +

P
N

�
bits/s/Hz

Substituting P/N = (Eb/N0)R we get

R ≤ log2

�
1 +

Eb
N0

R
�

Spectral efficiency is unique solution of

η = log2

�
1 +

Eb
N0

η

�

Capacity for finite alphabets have the form

R ≤ C = max
PX

I(X ;Y ) = f (P/N)

where f (x) is some non-descreasing function in x .
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Computing Spectral Efficiency II
Again substituting P/N = (Eb/N0)R we get η ≤ f

�
Eb
N0
η
�Course Goals, Prerequisites, Outline Overview Conventional Networks: A Review

Spectral Efficiency Plots
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Figure source:[1, Fig 2.4]
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