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Network Models
Network represented by a graph

set of N nodes

set of E edges, that are pairs of nodes

directed edge (u, v) goes from node u to node v

Edge (u, v) has capacity Cuv

Edge variables have alphabet of size 2
Cuv

298 Network Models

Node 3Node 2Node 1

Fig. 3.1 A wireline network.

capacity constraints due to bandwidth limitations. The bandwidths
of different channels in a wireline network can differ greatly, e.g., if
the channels represent copper wires or fiber-optic cables. The channels
usually change slowly so that nodes can learn their channels during an
initialization phase. However, the nodes may be aware of only the local
topology of the network. A common approach is to organize data into
packets that are sometimes lost, e.g., due to congestion, in which case
one encounters packet erasures.

A simple such network with three nodes and two edges is shown in
Figure 3.1 where the signal carried on the edge between nodes 1 and 2
is labeled X12, and similarly for X23. Suppose the capacities of the first
and second edges are C12 and C23 bits per channel use, respectively.
As an abstraction, we choose the alphabets of X12 and X23 to have
sizes 2C12 and 2C23 (assumed to be integers), respectively. One can,
therefore, transmit at most Ce bits through edge e every time one uses
this edge.

A wireline network often has delay, processing, and input/output
constraints on the nodes. For instance, suppose node 2 in Figure 3.1 has
limited processing power. We could model this as shown in Figure 3.2

Node 2

Node 3Node 1

Fig. 3.2 A wireline network with a node constraint.

N = {1, 2, 3}, E = {(1, 2), (2, 3)}

Figure source: [1, Fig. 3.1]
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Node Constraints

Node 2 has limited processing power C2
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Fig. 3.2 A wireline network with a node constraint.

Half duplex constraint - a port can either transmit or receive3.1 Wireline Network Models 299

Node 3Node 2Node 1

Fig. 3.3 A wireline network with another type of node constraint.

where, as compared to Figure 3.1, node 2 is split into two nodes and
an edge carrying X2 that has an alphabet of size 2C2 .

Consider next a second type of node constraint where node 2 in
Figure 3.1 has only one input/output port on which it can either trans-
mit or receive. We model this as shown in Figure 3.3: we introduce
input and output variables Xu and Yu, respectively, for every node u
and write

Y2 =

�
X1 if X2 = 0,
0 if X2 �= 0

(3.1)

while for node 3 we have Y3 = X2. The symbol 0 in (3.1) might represent
a “silence” symbol. The abstraction in (3.1) will later help to define
information-theoretic models for wireless networks as well.

As a somewhat more complex example, consider the network shown
in Figure 3.4 where both nodes 1 and 2 have port constraints as in
(3.1). We write the resulting network equations as Y13 = X13, Y23 =
X23, and

Y12 =

�
X12 if X21 = 0 and X23 = 0,
0 if X21 �= 0 or X23 �= 0

(3.2a)

Y21 =

�
X21 if X12 = 0 and X13 = 0,
0 if X12 �= 0 or X13 �= 0.

(3.2b)

Note that the network in Figure 3.4 has two paths to node 3 from nodes
1 and 2, rather than just one as in Figure 3.1. We can thus use more
sophisticated communication strategies for the network of Figure 3.4
than for the network in Figure 3.1. Note further that, for wireline net-
works, it is often useful to give the edge variables two indices, one index
for the “start” node and one for the “end” node.

Y2 =





X1 if X2 = 0,
0 if X2 �= 0.

The symbol 0 might represent a “silence” symbol.

Figure source: [1, Fig. 3.2 and Fig. 3.3]
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Wireless Relay Channel
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Node 2

Node 1

Node 3

Fig. 3.4 Another wireline network.

3.2 Wireless Channel Models

Wireless channels have been the subject of a large body of research,
including both analytic and empirical modeling; see [61, 151, 178] and
references therein. Consider, for instance, the wireless network depicted
on the left in Figure 3.5. The signals transmitted by the devices are
bandlimited and can, by Nyquist sampling theory, be represented by
sequences of discrete-time symbols. A commonly studied class of prob-
lems is based on an AWGN model where every output sample at nodes
2 and 3 can be written as

Y2 =
h12

dα/212

X1 + Z2, (3.3a)

Y3 =
h13

dα/213

X1 +
h23

dα/223

X2 + Z3, (3.3b)

Node 2

Node 1 Node 3

Fig. 3.5 A wireless network and its graph.

Y2 =
h12

d
α/2
12

X1 + Z2

Y3 =
h13

d
α/2
13

X1 +
h23

d
α/2
23

X2 + Z3

huv are fading gains
duv are distances
α is the attenuation
exponent

Figure source: [1, Fig. 3.5]
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Fast and Slow Fading
Marginal distributions:

Assume the Huv,i , i = 1, 2, . . . , n, have the same marginal

distribution Huv during a communication session (stationarity)

No fading: Huv is a known constant

Rayleigh fading (see Lecture 2 and 3): Huv ∼ CN{0, 1} is complex

Gaussian, with zero mean and unit variance.

Temporal correlation
Fast fading: huv,i are independent realizations of Huv

Slow fading: Huv,i = Huv , hence Huv is drawn once for all

i = 1, 2, . . . , n.

Correlated fading e.g. according to Clarke’s model will be treated

later.

A channel is fast fading if each packet encounters many channel
realizations. A channel is slow fading if a packet encounters one
channel realizations.
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Wireless Device Models

Power and energy constraints:
Block constraint:

�n
i=1 |Xi |2/n ≤ P or

�n
i=1 E

�
|Xi |2

�
/n ≤ P

Symbol-wise constraints: |Xi |2 ≤ P or E
�
|Xi |2

�
≤ P for all i

Half-duplex constraint

Y2 =






h12
dα/2

12
X1 + Z2 if X2 = 0

0 if X2 �= 0

Limited channel knowledge
(no) channel state information at the transmitter (CSIT) and (no)

channel state information at the receiver (CSIR)
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Discrete Memoryless Network Models I

Node u has one input variable Xu and one output variable Yu.

Network clock: node u transmits Xu,i between clock tick i − 1 and
tick i , and receives Yu,i at tick i . The clock ticks n times.

Causality: Xu,i function of its own messages and its past channel
outputs Y

i−1
u = Yu,1,Yu,2, . . . ,Yu,i−1.

M sources, source m puts out message Wm with Bm bits and rate
Rm = Bm/n.

A sink accepts an estimate Wm(u) at node u.
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Discrete Memoryless Network Models II

Capacity region: closure of the set of rate tuples (R1,R2, . . . ,RM)

for which

Pr
� M�

m=1

�

u∈Dm

�
Ŵm(u) �= Wm

��

can be made close to zero, where Dm is the set of nodes that
decode Wm.

The capacity region is not known for any memoryless network except
for the discrete memoryless channel (DMC) and the multiple access
channel (MAC).
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Basic Networks 3.6 Source and Destination Models 309
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Fig. 3.7 Basic networks.
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Fig. 3.8 Cooperative networks with three device nodes.

Figure source: [1, Fig. 3.7]
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Cooperative Networks
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Fig. 3.8 Cooperative networks with three device nodes.
Figure source: [1, Fig. 3.8]
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Networks with Four Device Nodes310 Network Models

Dedicated Relay
(MAC−DR)

BC with a

(BC−DR)
Dedicated Relay

2 2

MAC with a

Cognitive Radio
Channel

Interference
Channel (IC)

SinksNetwork GraphSources

4 6 3 3

4 2 2

364

4

Nodes Edges
Device Channel

4

4 6

Fig. 3.9 Networks with four device nodes.

(represented by a solid node) of Wm. If Wm is decoded at more than

one node, we write Ŵm(u) to represent an estimate of Wm at node u.
We begin by discussing some basic networks.

(1) A point-to-point channel (see Section 2.2.1) has two device

nodes, one channel edge, one source, and one sink (see

Figure 3.7). Device node 1 has a channel input X and device

node 2 has a channel output Y . The channel is often modeled

as being memoryless in the sense that an output Yi at time i is
affected only by the input Xi at time i, i.e., Yi is statistically
independent of all other inputs and outputs given Xi. One

can therefore define a noisy channel by a single-sample (or

“single-letter”) conditional probability distribution PY |X(·).
If the alphabets X and Y of the respective X and Y are dis-

crete and finite, the channel is called a discrete memoryless

Figure source: [1, Fig. 3.9]
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Y =
h1

d
α/2
1

X1 +
h2

d
α/2
2

X2 + Z ,
n�

i=1
E
�
|Xu,i |2

�
/n ≤ Pu, u = 1, 2

Rate region defined by

R1 ≤ 1
2 log2(1 + γ1)

R2 ≤ 1
2 log2(1 + γ2)

R1 + R2 ≤ 1
2 log2(1 + γ1 + γ2)

where γu =
�Pu

N
� |hu|2

dα
u

, u = 1, 2.
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Capacity Region

3.7 Network Capacity 315

region is the set of non-negative rate pairs (R1,R2) in the pentagon
defined by the bounds (see [34, p. 405])

R1 ≤
1

2
log2(1 + γ1) (3.19a)

R2 ≤
1

2
log2(1 + γ2) (3.19b)

R1 + R2 ≤
1

2
log2(1 + γ1 + γ2), (3.19c)

where

γu =

�
Pu

N

�
|hu|2

dαu
, u = 1,2, (3.20)

and where the rate units are bits/clock tick. This region is shown in
Figure 3.10.

We remark that a simple communication strategy for the MAC with
block power constraints (3.18b) is to use time-division multiplexing
(TDM) or frequency-division multiplexing (FDM). For example, sup-
pose nodes 1 and 2 use the fractions α and 1 − α of the available band-
width, respectively. The noise powers for nodes 1 and 2 thus reduce to
αN and (1 − α)N , respectively (see Section 2.2.3), and the rates are

R1 =
α

2
log2

�
1 +

γ1
α

�
(3.21a)

R2 =
1 − α

2
log2

�
1 +

γ2
1 − α

�
. (3.21b)

Fig. 3.10 AWGN MAC channel capacity region.Frequency division mutliplex (FDM):
Node 1 and 2 use the fraction α and 1 − α of the bandwidth.
Noise power reduces to αN and (1 − α)N

R1 = α/2 log2(1 + γ1/α), R2 = (1 − α)/2 log2 (1 + γ2/(1 − α))

Figure source: [1, Fig. 3.10]
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Routing I
Routing assigns flows to every path so that no coding , i.e. combining of
bits symbols or packets is done.

4.1 Wireline Strategies 321

Fig. 4.1 A butterfly network.

4.1.1 Routing

Routing treats communication as path-based flows of bits or packets. Of

course, routing does not use coding to combine bits or packets, although

one might expand the definition to include copying (see, e.g., [26]). We

review routing for the sake of comparing it with network coding in the

next section.

Consider the “butterfly” network shown in Figure 4.1, where all

edges are non-interfering point-to-point channels with unit capacity.

Note that there are no self-loops so that there are no node constraints.

Suppose we have two unicast sessions, i.e., two source-sink pairs, as

shown in the figure. Clearly, there is exactly one path from node 1 to

node 6, namely the sequence of nodes (1,3,4,6) corresponding to a

sequence of transmissions on the links (1,3), (3,4), and (4,6). Routing
assigns flow (rate) to every path so that no coding (combining of bits,

symbols, or packets) is done. A bit received as an input to an interme-

diate node on a path is merely copied to an output link. One can easily

check that routing achieves any rate pair (R1,R2) = (1 − β,β) for any
0 ≤ β ≤ 1.

Consider next the undirected network shown on the left in

Figure 4.2. The idea is that every edge can be used in either direc-

tion as long as the sum of rates (flow) in both directions is at most the

capacity of this edge. In other words, every edge is a 2WC that has the

Figure source: [1, Fig. 4.1]

Directed network: From node 1 to node 6 exists exactly one path
(1, 3, 4, 6) exists.
Routing achieves the rate pair (R1,R2) = (1 − β,β) for 0 ≤ β ≤ 1.
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Routing II
Undirected network

322 Cooperative Strategies and Rates

Fig. 4.2 An undirected butterfly network as a network of 2WCs.

capacity region shown in the middle of Figure 4.2. We thus redraw this

graph as shown on the right in Figure 4.2. We further model every pair

of edges between nodes u and v as Shannon’s push-to-talk 2WC [167,

Sec. 1] defined by

(Yuv,Yvu) =






(Xuv,Zvu) if Xuv �= 0,Xvu = 0,
(Zuv,Xvu) if Xuv = 0,Xvu �= 0,
(Zuv,Zvu) if Xuv = Xvu = 0,

(4.1)

where (Zuv,Zvu) is uniform over Xuv × Xvu, and |Xuv| = 2
Cuv + 1 for

all edges (u,v). The channel (4.1) has the capacity region shown in the

middle of Figure 4.2.

Suppose that Cuv = 1 for all edges (u,v). Routing performs better

than in Figure 4.1 because there are more paths available from each

source to its sink. In fact, there are four paths from node 1 to node 6:

path (1,3,4,6), path (1,3,2,6), path (1,5,4,6), and path (1,5,4,3,2,6).
We can thus perform routing as shown in Figure 4.3 and achieve the

rate pair (R1,R2) = (1,1). This pair defines the capacity region of this

network, since the cut-set bound of Section 3.7.1 gives R1 ≤ 1, R2 ≤ 1.

In fact, the maximum flow for two unicast sessions on any undirected

graph is given by the minimum cut [80]. Note also that one can separate
channel coding (PHY layer coding) and routing (network layer coding)

to achieve the capacity for this special case. However, such separation

of channel and network coding is not always optimal [152].

Figure source: [1, Fig. 4.2]

Each edge is modeled as two-way-channel (2WC) defined by

(Yuv ,Yvu) =






(Xuv ,Zvu) if Xuv �= 0,Xvu = 0,
(Zuv ,Xvu) if Xuv = 0,Xvu �= 0,
(Zuv ,Zvu) if Xuv = 0,Xvu = 0.
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Routing III
Optimal routing for undirected butterfly network

4.1 Wireline Strategies 323

Fig. 4.3 An optimal routing for the undirected butterfly network.

4.1.2 Network Coding

We found that routing achieves a smaller rate region for the directed
network of Figure 4.1 than for the undirected network in Figure 4.2.
However, suppose that node 3 combines the packets arriving from nodes
1 and 2 by XORing them bit-wise, shown as X1 ⊕ X2 in Figure 4.4.
This combining of raw bits or packets is called network coding [4]. More
specifically, it is called linear network coding if the combining opera-
tions are done over a (finite) field [101, 116]. Node 5 collects X1 and
X1 ⊕ X2 and computes X2. Similarly, node 6 collects X2 and X1 ⊕ X2

and computes X1. Thus, network coding achieves the capacity point

Fig. 4.4 Network coding for the directed butterfly network.

Figure source: [1, Fig. 4.3]

We assume Cuv = 1 for all edges (u, v).
Four paths from node 1 to node 6 exist: (1, 3, 4, 6), (1, 3, 2, 6),
(1, 5, 4, 6), (1, 5, 4, 3, 2, 6)
Rate pair (R1,R2) = (1, 1) can be achieved.
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Network Coding

4.1 Wireline Strategies 323

Fig. 4.3 An optimal routing for the undirected butterfly network.

4.1.2 Network Coding

We found that routing achieves a smaller rate region for the directed
network of Figure 4.1 than for the undirected network in Figure 4.2.
However, suppose that node 3 combines the packets arriving from nodes
1 and 2 by XORing them bit-wise, shown as X1 ⊕ X2 in Figure 4.4.
This combining of raw bits or packets is called network coding [4]. More
specifically, it is called linear network coding if the combining opera-
tions are done over a (finite) field [101, 116]. Node 5 collects X1 and
X1 ⊕ X2 and computes X2. Similarly, node 6 collects X2 and X1 ⊕ X2

and computes X1. Thus, network coding achieves the capacity point

Fig. 4.4 Network coding for the directed butterfly network.
Figure source: [1, Fig. 4.4]

Routing: Smaller rate region for
directed than for undirected
networks
Network coding: allow combination
of packets.

Node 3 combines packets by

XORing them bitwise, X1 ⊕ X2.

Called linear network coding if

combining operation if done over

a finite field.

Network coding achieves (R1,R2) = (1, 1) for a directed network.

Thomas Zemen March 31, 2011 18 / 25

Wireless Strategies

Cooperative coding combines symbols atht the physical (and higher)
layer to produce new symbols.

Cooperative coding types:
amplify-and-forward (AF)
classic multi-hop
compress-and-forward (CF)
decode-and-forward (DF)
multipath decode-and-forward(MDF)
...

First we will use idealized wirless models
full duplex radio
CSIR, no CSIT
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Basic Model I
4.2 Wireless Strategies 329

Fig. 4.8 Relay channel geometries: (a) In general, nodes u and v are separated by distance
duv ; (b) In the linear case, the source-destination distance is d13 = 1, the source-relay
distance is d12 = |d| and the relay-destination distance is d23 = |1 − d|.

where the source and destination nodes are a distance d13 = 1 apart,

and the relay is a distance d12 = |d| to the right of the source, and a

distance d23 = |1 − d| to the left of the destination. A negative d means

that the relay is to the left of the source. We remark that we are here

considering distances duv that are less than one, in seeming disregard

of our claim in Section. 2.2.1 that we are interested in long-range com-

munication where the model (2.3) is accurate. However, we are in effect
normalizing the source–destination distance to be unity, and including

long-range attenuation in the power constraints. For example, when we

later find in Section 4.2.6 that DF achieves capacity when the relay

is near the source, the distance need not be less than one but rather

shows where the relay must be relative to the source and destination.

We consider channels that exhibit one of three kinds of fading: (1)

no fading; (2) fast uniform-phase fading; and (3) fast Rayleigh fading

(see Section 3.2). That is, for every clock tick we have the complex

channels (see (3.3a) and (3.3b))

Y2 =
H12

|d|α/2
X1 + Z2, (4.5a)

Y3 = H13X1 +
H23

|1 − d|α/2
X2 + Z3. (4.5b)

For no fading, the Huv are constants. For uniform-phase fading, the

Huv are independent and uniform over {ejφ : φ ∈ [0,2π)}. For Rayleigh
fading, the Huv are independent and Gaussian with zero mean and unit

variance.

Figure source: [1, Fig. 4.8]

(a) Nodes u and v at distance duv
(b) Linear geometry

source and destination at distance d13 = 1.
Relay at distance d12 = |d | to the source and d23 = |1 − d | to the
destination
Long-range attenuation is included in power constraints
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Basic Model II

Signal model:

Y2 =
H12

|d |α/2 X1 + Z2

Y3 = H13X1 +
H23

|1 − d |α/2 X2 + Z3

with Zi ∼ CN (0,N).
We will consider three kinds of fading:

1 no fading - Huv is constant
2 fast uniform phase fading - Huv are independet and uniform over�

e
jφ : φ ∈ [0, 2π)

�
.

3 fast Rayleigh fading - Huv are indendent and Gaussian with zero
mean and unit variance

Thomas Zemen March 31, 2011 21 / 25

Amplify-and-Forward I
The relay amplifies the received signal

X2,i = aY2,i−1 = a

�
H12,i−1
|d |α/2 X1,i−1 + Z2,i−1

�

where a is chosen to satify the relay’s power constraint.
Destination output

Y3,i = H13,iX1,i +
H23,i

|1 − d |α/2 X2,i + Z3,i , (1)

= H13,iX1,i + a
H12,i−1H23,i

|d |α/2|1 − d |α/2 X1,i−1 + a
H23,i

|1 − d |α/2 Z2,i−1 + Z3,i

(2)

To fulfil the power constraint

|a|2 ≤ P2
N + P1 E [|H12|2] /|d |α
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Amplify-and-Forward II
Without fading (2) is an AWGN channel with unit memory intersymbol
interference → waterfilling optimization of the spectrum of X

n
1 [2, Sec.

VII.B], [3, Sec. 5.3.2]. 4.2 Wireless Strategies 331
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Fig. 4.9 Rates for a full-duplex relay, P1/N = P2/N = 10, Huv = 1 for all (u,v), and α = 2.

Figure 4.9 for the linear geometry of Figure 4.8(b) as the curve labeled

“AF,” where P1/N = P2/N = 10, Huv = 1 for all (u,v) and α = 2. The

relay-off rate is simply log2(11). The curve labeled “upper bound” is

the cut-set bound (3.33). The other curves are based on the CF and

DF strategies developed further below. Note that AF always performs

as well as using no relay by choosing a = 0. Note also that increasing a

from 0 increases the destination’s ISI and noise power. The relay should

thus not always transmit with maximum power.

The AF rates in Figure 4.9 are often significantly worse than the

rates achieved by other strategies. However, AF can sometimes perform

very well [59]. For example, consider the RC with T relays
3
shown in

Figure 4.10. Suppose every relay u, u = 2,3, . . . ,T + 1, has

n�

i=1

E
�
|Xu,i|2

�
/n ≤ P (4.11)

3Note that T is here the number of relays rather than time.

Figure source: [1, Fig. 4.9]

P1/N = P2/N = 10
Huv = 1
α = 2
relay off for d ≤ 0.5
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Classic Multi-Hop

Source transmitts message W to the relay in one-time slot
Relay fowards W to the destination in second-time slot
Time fraction τ assigned to first hop and τ̄ = 1 − τ to second hop
For constant H12 and H23

R = min
�
τ log2

�
1 +

P1 |H12|2

τ |d |αN

�
, τ̄ log2

�
1 +

P2 |H23|2

τ̄ |1 − d |αN

��

Classic Multi-Hop performs worse than using no relay for any d .
Multi-hop works well for half-duplex relays if α > 2.
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