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Wireless Strategies I

Cooperative strategies

Decode-and-Forwards (DF)

Estimate-and Fowards (EF) (Compress-and-Forward (CF))

Recap of the relay channel (with simplified notation)

Source (S) sends data to

destination (D), and is aided by the

relay (R) which has no data of its own to transmit.

In a wireless environment, the transmitted signal is heard by all
nodes in the vicinity of the transmitter, which is commonly known
as broadcasting. Similarly, a receiver can hear transmissions from
multiple nodes in its vicinity, a mode of communication known as
multiple-access. In the absence of wire-like links, nodes other than
the intended destination can listen to a signal at no additional
transmission cost, and sometimes it is globally efficient for these
nodes to forward the information to the destination. The ideas of
broadcast, multiple-access and information-forwarding are all cap-
tured by the three-terminal relay channel shown in Figure 1. The
relay channel can be treated as a fundamental building block of
cooperation. In this article, we survey practical schemes for two
relay protocols—DF and EF. We study these protocols for systems
where the channel state, consisting of all channel gains, is known at
all nodes—transmitting, receiving and relaying. The assumption of
global channel knowledge is reasonable in slow-fading environments
with a feedback mechanism from the receivers to the transmitters.

The relay channel was introduced in [1]. Shortly afterwards,
some of the best known coding theorems for the relay channel
were presented in [2]. Despite many attempts, the capacity of
the general relay channel is unknown even today. An upper
bound based on cut-set arguments, and several achievable lower
bounds on capacity are known, but there remains a gap between
the upper and achievable bounds [2]–[4]. A prominent work that
helped to draw attention to user-cooperation in recent years was
[5]. A variety of new contributions to the relaying literature
including new bounds, power control strategies, and results on
half-duplex relays were proposed in[3]–[9].

The contributions of [10], [11] portrayed relaying as a source of
diversity in fading channels. Researchers also realized that relaying
can mimic multiple-antenna systems even when the cooperating
terminals can individually only support a single antenna. With mul-
tiple antennas, it is possible to send multiple copies of the same sig-
nal to improve reliability. This gain in reliability is called diversity.
Alternatively, it is also possible to transmit several parallel data
streams thereby increasing rate. This increase in rate is called the
multiplexing gain. There is a fundamental tradeoff between these
two types of gains, which was first quantified in [12]. The diversity-
multiplexing tradeoff in relay channels is a hot area of research.
Prominent contributions in this area include [13]–[15].

With significant advances in chip design and a better under-
standing of the principles of wireless communication gained
over the last two decades, the promise of relaying is very real. A
large body of research is currently geared towards developing
practical user-cooperation schemes, and most of this article will
be devoted to discussing such schemes [8], [16]–[23].

The remainder of this article is organized as follows. We
describe the system model in the following section. The next
section is devoted to coding for the DF protocol, followed by a
discussion of the EF protocol and, finally, a conclusion.

SYSTEM MODEL AND RELAYING PROTOCOLS
In this section, we first describe the relay channel model. Then, we
introduce prominent relay protocols which lead to information
theoretic achievable rates and motivate practical code designs.

RELAY CHANNEL MODEL AND ITS PARAMETERS
In the relay channel (Figure 1), the source (S) sends data to
the destination (D), and in doing so it is aided by the relay (R),
which has no data of its own to transmit. We will assume that
the relay is half-duplex, that is, it cannot transmit and receive
simultaneously in the same frequency band. Full-duplex opera-
tion is impractical because it requires accurate interference
cancellation between transmitted and received signals that dif-
fer in power by several orders of magnitude. Half-duplex opera-
tion can be enabled by separating transmitted and received
signals in time or frequency, or by using orthogonal signals.
Without loss of generality, we will concentrate on time-divi-
sion half-duplexing, where communication takes place over
two time slots of (normalized) durations t and t ′ = (1 − t). In
the first slot, S transmits information, which is received by
both R and D. We call this the broadcast (BC) mode of commu-
nication. In the second slot, both S and R transmit to D. We
refer to this as the multiple-access (MAC) mode. The two
modes are depicted in Figure 2.

We use X, V, W and Y to denote the signals transmitted by the
source, received at the relay, transmitted by the relay, and received
at the destination respectively (Figure 2). Subscript 1 denotes BC
mode, and 2 denotes MAC mode, and SR channel, for instance,
denotes the source-relay channel. With the above conventions, we
introduce the following Gaussian relay channel model

V1 = hSR X1 + NR 1 , Y1 = hSD X1 + ND 1 ,

Y2 = hSD X2 + hRDW2 + ND 2 . (1)

[FIG1] The general three-terminal relay channel.
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[FIG2] Half-duplex relay modes.
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Wireless Strategies II

Half duplex relays

a half duplex relay cannot transmit and receive simultaneously in the

same frequency band

full duplex operation is impractical

requires accurate interference cancellation between transmitted and
received signal
power difference of this two signals is several orders of magnitude
(≈ 100 dB)

Half-duplex operation

separating transmitted and received signal in time or frequency
using orthogonal signals (e.g. orhtogonal spreading codes,
multicarrier system)
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Relay Channel Model I

Time-division hald-duplex communication takes place over two time slots

of normalized duration t and t � = (1 − t).
First slot

S transmits information that is received by both R and D
Broadcast (BC) mode

Second slot

Both S and R transmit to D
Multiple-access (MAC) mode

In a wireless environment, the transmitted signal is heard by all
nodes in the vicinity of the transmitter, which is commonly known
as broadcasting. Similarly, a receiver can hear transmissions from
multiple nodes in its vicinity, a mode of communication known as
multiple-access. In the absence of wire-like links, nodes other than
the intended destination can listen to a signal at no additional
transmission cost, and sometimes it is globally efficient for these
nodes to forward the information to the destination. The ideas of
broadcast, multiple-access and information-forwarding are all cap-
tured by the three-terminal relay channel shown in Figure 1. The
relay channel can be treated as a fundamental building block of
cooperation. In this article, we survey practical schemes for two
relay protocols—DF and EF. We study these protocols for systems
where the channel state, consisting of all channel gains, is known at
all nodes—transmitting, receiving and relaying. The assumption of
global channel knowledge is reasonable in slow-fading environments
with a feedback mechanism from the receivers to the transmitters.

The relay channel was introduced in [1]. Shortly afterwards,
some of the best known coding theorems for the relay channel
were presented in [2]. Despite many attempts, the capacity of
the general relay channel is unknown even today. An upper
bound based on cut-set arguments, and several achievable lower
bounds on capacity are known, but there remains a gap between
the upper and achievable bounds [2]–[4]. A prominent work that
helped to draw attention to user-cooperation in recent years was
[5]. A variety of new contributions to the relaying literature
including new bounds, power control strategies, and results on
half-duplex relays were proposed in[3]–[9].

The contributions of [10], [11] portrayed relaying as a source of
diversity in fading channels. Researchers also realized that relaying
can mimic multiple-antenna systems even when the cooperating
terminals can individually only support a single antenna. With mul-
tiple antennas, it is possible to send multiple copies of the same sig-
nal to improve reliability. This gain in reliability is called diversity.
Alternatively, it is also possible to transmit several parallel data
streams thereby increasing rate. This increase in rate is called the
multiplexing gain. There is a fundamental tradeoff between these
two types of gains, which was first quantified in [12]. The diversity-
multiplexing tradeoff in relay channels is a hot area of research.
Prominent contributions in this area include [13]–[15].

With significant advances in chip design and a better under-
standing of the principles of wireless communication gained
over the last two decades, the promise of relaying is very real. A
large body of research is currently geared towards developing
practical user-cooperation schemes, and most of this article will
be devoted to discussing such schemes [8], [16]–[23].

The remainder of this article is organized as follows. We
describe the system model in the following section. The next
section is devoted to coding for the DF protocol, followed by a
discussion of the EF protocol and, finally, a conclusion.

SYSTEM MODEL AND RELAYING PROTOCOLS
In this section, we first describe the relay channel model. Then, we
introduce prominent relay protocols which lead to information
theoretic achievable rates and motivate practical code designs.

RELAY CHANNEL MODEL AND ITS PARAMETERS
In the relay channel (Figure 1), the source (S) sends data to
the destination (D), and in doing so it is aided by the relay (R),
which has no data of its own to transmit. We will assume that
the relay is half-duplex, that is, it cannot transmit and receive
simultaneously in the same frequency band. Full-duplex opera-
tion is impractical because it requires accurate interference
cancellation between transmitted and received signals that dif-
fer in power by several orders of magnitude. Half-duplex opera-
tion can be enabled by separating transmitted and received
signals in time or frequency, or by using orthogonal signals.
Without loss of generality, we will concentrate on time-divi-
sion half-duplexing, where communication takes place over
two time slots of (normalized) durations t and t ′ = (1 − t). In
the first slot, S transmits information, which is received by
both R and D. We call this the broadcast (BC) mode of commu-
nication. In the second slot, both S and R transmit to D. We
refer to this as the multiple-access (MAC) mode. The two
modes are depicted in Figure 2.

We use X, V, W and Y to denote the signals transmitted by the
source, received at the relay, transmitted by the relay, and received
at the destination respectively (Figure 2). Subscript 1 denotes BC
mode, and 2 denotes MAC mode, and SR channel, for instance,
denotes the source-relay channel. With the above conventions, we
introduce the following Gaussian relay channel model

V1 = hSR X1 + NR 1 , Y1 = hSD X1 + ND 1 ,

Y2 = hSD X2 + hRDW2 + ND 2 . (1)

[FIG1] The general three-terminal relay channel.
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[FIG2] Half-duplex relay modes.
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Relay Channel Model II

Gaussian relay channel model:

V1 = hSRX1 + NR1 , Y1 = hSDX1 + ND1

Y2 = hSDX2 + hRDW2 + ND2

Variable naming convention:

X . . . signal transmitted by the source
V . . . signal received by the relay
W . . . signal transmitte by the relay
Y . . . signal received by the destination
subscript ·1 . . . BC mode
subscipt ·2 . . . MAC mode
SR channel . . . source-relay channel

In a wireless environment, the transmitted signal is heard by all
nodes in the vicinity of the transmitter, which is commonly known
as broadcasting. Similarly, a receiver can hear transmissions from
multiple nodes in its vicinity, a mode of communication known as
multiple-access. In the absence of wire-like links, nodes other than
the intended destination can listen to a signal at no additional
transmission cost, and sometimes it is globally efficient for these
nodes to forward the information to the destination. The ideas of
broadcast, multiple-access and information-forwarding are all cap-
tured by the three-terminal relay channel shown in Figure 1. The
relay channel can be treated as a fundamental building block of
cooperation. In this article, we survey practical schemes for two
relay protocols—DF and EF. We study these protocols for systems
where the channel state, consisting of all channel gains, is known at
all nodes—transmitting, receiving and relaying. The assumption of
global channel knowledge is reasonable in slow-fading environments
with a feedback mechanism from the receivers to the transmitters.

The relay channel was introduced in [1]. Shortly afterwards,
some of the best known coding theorems for the relay channel
were presented in [2]. Despite many attempts, the capacity of
the general relay channel is unknown even today. An upper
bound based on cut-set arguments, and several achievable lower
bounds on capacity are known, but there remains a gap between
the upper and achievable bounds [2]–[4]. A prominent work that
helped to draw attention to user-cooperation in recent years was
[5]. A variety of new contributions to the relaying literature
including new bounds, power control strategies, and results on
half-duplex relays were proposed in[3]–[9].

The contributions of [10], [11] portrayed relaying as a source of
diversity in fading channels. Researchers also realized that relaying
can mimic multiple-antenna systems even when the cooperating
terminals can individually only support a single antenna. With mul-
tiple antennas, it is possible to send multiple copies of the same sig-
nal to improve reliability. This gain in reliability is called diversity.
Alternatively, it is also possible to transmit several parallel data
streams thereby increasing rate. This increase in rate is called the
multiplexing gain. There is a fundamental tradeoff between these
two types of gains, which was first quantified in [12]. The diversity-
multiplexing tradeoff in relay channels is a hot area of research.
Prominent contributions in this area include [13]–[15].

With significant advances in chip design and a better under-
standing of the principles of wireless communication gained
over the last two decades, the promise of relaying is very real. A
large body of research is currently geared towards developing
practical user-cooperation schemes, and most of this article will
be devoted to discussing such schemes [8], [16]–[23].

The remainder of this article is organized as follows. We
describe the system model in the following section. The next
section is devoted to coding for the DF protocol, followed by a
discussion of the EF protocol and, finally, a conclusion.

SYSTEM MODEL AND RELAYING PROTOCOLS
In this section, we first describe the relay channel model. Then, we
introduce prominent relay protocols which lead to information
theoretic achievable rates and motivate practical code designs.

RELAY CHANNEL MODEL AND ITS PARAMETERS
In the relay channel (Figure 1), the source (S) sends data to
the destination (D), and in doing so it is aided by the relay (R),
which has no data of its own to transmit. We will assume that
the relay is half-duplex, that is, it cannot transmit and receive
simultaneously in the same frequency band. Full-duplex opera-
tion is impractical because it requires accurate interference
cancellation between transmitted and received signals that dif-
fer in power by several orders of magnitude. Half-duplex opera-
tion can be enabled by separating transmitted and received
signals in time or frequency, or by using orthogonal signals.
Without loss of generality, we will concentrate on time-divi-
sion half-duplexing, where communication takes place over
two time slots of (normalized) durations t and t ′ = (1 − t). In
the first slot, S transmits information, which is received by
both R and D. We call this the broadcast (BC) mode of commu-
nication. In the second slot, both S and R transmit to D. We
refer to this as the multiple-access (MAC) mode. The two
modes are depicted in Figure 2.

We use X, V, W and Y to denote the signals transmitted by the
source, received at the relay, transmitted by the relay, and received
at the destination respectively (Figure 2). Subscript 1 denotes BC
mode, and 2 denotes MAC mode, and SR channel, for instance,
denotes the source-relay channel. With the above conventions, we
introduce the following Gaussian relay channel model

V1 = hSR X1 + NR 1 , Y1 = hSD X1 + ND 1 ,

Y2 = hSD X2 + hRDW2 + ND 2 . (1)

[FIG1] The general three-terminal relay channel.
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[FIG2] Half-duplex relay modes.
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Relay Channel Model III

NR1 . . . noise realization at the relay receiver in BC mode

hSR . . . SR channel realization

γSR = |hSR |2 . . . SR channel gain

All noise variables are zero mean and unit variance Gaussian

∼ N (0, 1)

Are variables are considered to be real valued (extension to the

complex valued case is straight forward)

Instantaneous channel state information (CSI) is assumed to be

perfectly known at transmitter, relay, and receiver!

→ design applicable for slow fading channels - channel remains

constant for the whole codeword

Perfect synchronization is assumed.
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Relay Channel Model IV

Transmission power constraint

P : tPS1 + t �(PS2 + PR2) ≤ P

where

PS1 = E[X 2
1 ] . . . source transmission power in BC mode

P . . . total system transmission power
SNR = P . . . because noice variance is normalized to unity.

Fair comparison of relaying with direct transmission: Sum of source

and relay transmission power for the relay link must be equal to the

source transmission power in the direct link.
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Degraded Relay Channel

Relay channel (full-duplex): (X ×W, p(Y ,V |X ,W ),Y × V)

X ,Y,V,W denote the alphabet of X ,Y ,V ,W
Relay channel is called physically degraded [2, Sec. 15.7], if

p(Y ,V |X ,W ) = p(V |X ,W )p(Y |V ,W )

This means the output of the relay channel at the destination D does not

depend on the source signal X . That is why it is called physically

degraded. There is simply no connection between source and destination.

In a wireless environment, the transmitted signal is heard by all
nodes in the vicinity of the transmitter, which is commonly known
as broadcasting. Similarly, a receiver can hear transmissions from
multiple nodes in its vicinity, a mode of communication known as
multiple-access. In the absence of wire-like links, nodes other than
the intended destination can listen to a signal at no additional
transmission cost, and sometimes it is globally efficient for these
nodes to forward the information to the destination. The ideas of
broadcast, multiple-access and information-forwarding are all cap-
tured by the three-terminal relay channel shown in Figure 1. The
relay channel can be treated as a fundamental building block of
cooperation. In this article, we survey practical schemes for two
relay protocols—DF and EF. We study these protocols for systems
where the channel state, consisting of all channel gains, is known at
all nodes—transmitting, receiving and relaying. The assumption of
global channel knowledge is reasonable in slow-fading environments
with a feedback mechanism from the receivers to the transmitters.

The relay channel was introduced in [1]. Shortly afterwards,
some of the best known coding theorems for the relay channel
were presented in [2]. Despite many attempts, the capacity of
the general relay channel is unknown even today. An upper
bound based on cut-set arguments, and several achievable lower
bounds on capacity are known, but there remains a gap between
the upper and achievable bounds [2]–[4]. A prominent work that
helped to draw attention to user-cooperation in recent years was
[5]. A variety of new contributions to the relaying literature
including new bounds, power control strategies, and results on
half-duplex relays were proposed in[3]–[9].

The contributions of [10], [11] portrayed relaying as a source of
diversity in fading channels. Researchers also realized that relaying
can mimic multiple-antenna systems even when the cooperating
terminals can individually only support a single antenna. With mul-
tiple antennas, it is possible to send multiple copies of the same sig-
nal to improve reliability. This gain in reliability is called diversity.
Alternatively, it is also possible to transmit several parallel data
streams thereby increasing rate. This increase in rate is called the
multiplexing gain. There is a fundamental tradeoff between these
two types of gains, which was first quantified in [12]. The diversity-
multiplexing tradeoff in relay channels is a hot area of research.
Prominent contributions in this area include [13]–[15].

With significant advances in chip design and a better under-
standing of the principles of wireless communication gained
over the last two decades, the promise of relaying is very real. A
large body of research is currently geared towards developing
practical user-cooperation schemes, and most of this article will
be devoted to discussing such schemes [8], [16]–[23].

The remainder of this article is organized as follows. We
describe the system model in the following section. The next
section is devoted to coding for the DF protocol, followed by a
discussion of the EF protocol and, finally, a conclusion.

SYSTEM MODEL AND RELAYING PROTOCOLS
In this section, we first describe the relay channel model. Then, we
introduce prominent relay protocols which lead to information
theoretic achievable rates and motivate practical code designs.

RELAY CHANNEL MODEL AND ITS PARAMETERS
In the relay channel (Figure 1), the source (S) sends data to
the destination (D), and in doing so it is aided by the relay (R),
which has no data of its own to transmit. We will assume that
the relay is half-duplex, that is, it cannot transmit and receive
simultaneously in the same frequency band. Full-duplex opera-
tion is impractical because it requires accurate interference
cancellation between transmitted and received signals that dif-
fer in power by several orders of magnitude. Half-duplex opera-
tion can be enabled by separating transmitted and received
signals in time or frequency, or by using orthogonal signals.
Without loss of generality, we will concentrate on time-divi-
sion half-duplexing, where communication takes place over
two time slots of (normalized) durations t and t ′ = (1 − t). In
the first slot, S transmits information, which is received by
both R and D. We call this the broadcast (BC) mode of commu-
nication. In the second slot, both S and R transmit to D. We
refer to this as the multiple-access (MAC) mode. The two
modes are depicted in Figure 2.

We use X, V, W and Y to denote the signals transmitted by the
source, received at the relay, transmitted by the relay, and received
at the destination respectively (Figure 2). Subscript 1 denotes BC
mode, and 2 denotes MAC mode, and SR channel, for instance,
denotes the source-relay channel. With the above conventions, we
introduce the following Gaussian relay channel model

V1 = hSR X1 + NR 1 , Y1 = hSD X1 + ND 1 ,

Y2 = hSD X2 + hRDW2 + ND 2 . (1)

[FIG1] The general three-terminal relay channel.
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[FIG2] Half-duplex relay modes.
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Relay Channel Geometry

Relay position denoted by d

In the above model, hSR is the SR channel realization, and
NR1 is the noise realization at the relay receiver in BC mode.
The SR channel gain is denoted γSR = |hSR|2. The remaining
expressions can be similarly interpreted. All noises are inde-
pendent zero mean and unit variance Gaussians. We consider
real additive white Gaussian noise (AWGN) channels; however,
extension to complex circularly symmetric AWGN channels is
straightforward. The instantaneous gains of all channels  [chan-
nel state information (CSI)] are assumed to be known perfectly
at transmitting, relaying as well as receiving nodes. The designs
we will describe can be used for slowly fading channels where
the channel gains remain constant over each channel codeword.
When there is fading, one needs to consider complex signals to
account for phase changes. When the channel is time invariant,
i.e. nonfading, then we simply call it a Gaussian channel. All
transmissions are assumed to be perfectly synchronized.

A sum transmission power constraint is imposed on the
nodes, denoted by the symbol P ,

P : tPS1 + t ′(PS 2 + PR 2) ≤ P, (2)

where PS1 = E [X 2
1], for example, denotes the source transmis-

sion power in BC mode, and P represents the total system trans-
mission power. Since we normalize the noise variance to unity,
P is also the overall SNR in our plots. A sum power constraint
affords greater flexibility of power allocation than a per-node
power constraint, and leads to higher achievable rates. For fair
comparison of relaying with direct communication, the sum of
the source and relay transmission powers in the relay channel is
equated to the source transmission power in the direct link.

The relay position is described as follows. The distance
between S and D is normalized to unity, and R is assumed to
lie on the straight line joining S and D (Figure 3). The relay
position, denoted d, represents its distance from the source.
The colinearity of S, R and D does not affect the derivation of
any of the results in this article, but it enables a simple char-
acterization of the relay position. In the above setting, the SD
channel gain is γSD = 1, the SR gain is γSR = 1/d α! and the
RD gain is γRD = 1/(1 − d)α , where α is the channel attenua-
tion exponent.

RELAY PROTOCOLS
A relay protocol defines the processing performed by a relay
upon its received signal. There are three prominent relay proto-
cols—DF, EF (also called compress-and-forward or quantize-
and-forward), and amplify-and-forward (AF) (also called
scale-and-forward).

In the DF protocol [2], the relay first decodes information
received during the source broadcast, re-encodes it, possibly
using a different codebook, and then forwards it to the destina-
tion. In AF relaying [11], the relay simply scales its received sig-
nal before retransmitting it. Last, in EF relaying [2] the relay
estimates and compresses (quantizes) its received signal prior to
channel coding and retransmission.

In the remainder of this article, we investigate in detail first
the DF protocol and then the EF protocol. In each case, we start
by sketching the information theoretic coding scheme, and then
discuss a practical implementation. The coding schemes, both
theoretical and practical, are for time-invariant Gaussian chan-
nels. The same code designs are also useful in fading channels
with global CSI; however, in a fading channel with a long term
power constraint, there is the additional issue of power alloca-
tion among different fading states, such as the one in [24],
which can be solved independently. We will not concern our-
selves with power allocation in this article but focus on code
design when the channel states are known. In our setting, there
is a short-term power constraint and parameters such as the BC
mode time fraction t and the power allocation can be chosen
optimally. 

DF RELAY CODING
DF is the most studied of all relay protocols. It performs well
when the SR link is strong. The achievable rate of the DF proto-
col for the half-duplex relay case has been studied in [6], [7], [9].
The main idea is that the source transmission is first decoded by
the relay, which then helps the destination by transmitting addi-
tional information about the codeword. 

Several practical implementations of the DF protocol
using different code families have been proposed. Some of the
earlier implementations were based on convolutional codes
[19]. Implementations based on Turbo codes were proposed in
[20], [21]. Recently, several LDPC code-based implementa-
tions have been proposed including [16]–[18]. It is also worth
mentioning coded cooperation [8], a variant of the DF proto-
col, which realizes the diversity benefits of cooperation in fad-
ing channels. As an illustrative example, we will discuss the
DF relay LDPC code design that was proposed in [16]. But
first, it is instructive to examine the information theoretic
scheme that motivated the design of the codes that we will
discuss. 

The DF protocol achieves the following rate in bits per chan-
nel use [6]

RDF = max
0≤ t ≤ 1

max
p (x 1), p(x 2,w2)

min{t I(X 1;V1) + t ′ I(X2; Y2|W2),

t I(X1; Y1) + t ′ I(X2, W2; Y2)}. (3)

where the channel probabilities are of the form p(x1, v1, y1) =
p(x1)p(v1, y1|x1) and p(x2, w2, y2) = p(x2, w2) p(y2|x2,

w2). For a Gaussian relay channel, the above expression evalu-
ates to [6]

[FIG3] Relay channel with source, relay and destination in a
straight line.
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Distance SD normalized to unity.

γSD = 1 . . . SD channel gain

γSR = 1/dα . . . SR channel gain

γRD = 1/(1 − d)α . . . RD channel gain

α . . . channel attenuation exponent
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Decode-and-Forward (DF) Relay Coding I

Basic idea

The source transmission if first decoded by the relay.

The relay helps then the destination by transmitting additional

information about the codeword.

Different code families can be utilized for relaying

convoluational codes
turbo codes
low density parity check (LDPC) codes [3]

A variant of DF is coded cooperation that allows to realize diversity

benefits → we will discuss this variant in detail in some later lecture.
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Decode-and-Forward (DF) Relay Coding II

Rate of the DF protocol in bits/channel use:

RDF = max
0≤t≤1

max
p(x1),p(x2,w2)

min{tI(X1;V1) + t �I(X2;Y2|W2)

, tI(X1;Y1) + t �I(X2,W2;Y2)} (1)

where the channel probabilities are of the form

p(x1, v1, y1) = p(x1)p(v1, y1|x1)

and

p(x2,w2, y2) = p(x2,w2)p(y2|x2,w2) .
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Decode-and-Forward (DF) Relay Coding III

For the Gaussian relay channel the expression simplifies to

RDFG = max
P

max
0≤t,r≤1

min
�

tC (PSR) + t �C
�
(1 − r2)PSD2

�
,

tC (PSD1) + t �C
�

PSD2 + PRD + 2r
�

PSD2PRD
��

where

r . . . correlation between source and relay signals in MAC mode

C(x) = 1
2 log(1 + x) . . . capacity of a Gaussian link

Received powers

PSR = PS1γSR . . . relay from source in BC mode
PSD1 = PS1γSD . . . destination from source in BC mode
PRD = PR2γRD . . . destination from relay in MAC mode
PSD2 = PS2γSD . . . destintion from source in MAC mode

Thomas Zemen April 7, 2011 13 / 26

Information Theoretic DF Coding

Aim: achive the rate given in (1), see slide 12.

First divide information at source into two independent parts (ω, ν).

In total N (code) symbols are transmitted

tN ∈ Z symbols in BC mode
(1 − t)N in MAC mode

Thomas Zemen April 7, 2011 14 / 26

Encoding and decoding in BC mode

The source endcodes ω to produce a tN symbol length codeword

cSR1 ∈ CSR1 with rate RSR1 = I(X1;V1)

The codeword cSR1 with added noise is received by R and D

Relay can decode cSR1 reliably since RSR1 is an achievable rate for

the SR link.

Destination cannot decode because the capacity of the SD link is

less than the SR link. Received signal is stored for decoding after the

MAC mode.

DF relaying outperforms direct communications only if the SR link is

better than the SD link.
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Encoding and decoding in MAC mode I

Destination has tNI(X1;Y1) bits of information in the undecodeable

noisy codeword cSR1 from BC mode.

Additionally tN (I(X1;V1)− I(X1;Y1)) bits are needed to reliably

decode cSR1 .

Extra bits are send jointly by S and R using the codeword

cRD2 ∈ CRD2 of rate

RRD2 =
t
t � (I(X1;V1)− I(X1;Y1))
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Encoding and decoding in MAC mode II

Second part of information ν is also sent in MAC mode using a

codeword cSD2 ∈ CSD2 utilizing the remaining capacity of the MAC

channel.

New information sent by S only, rate is given by rate region of MAC

(S,R to D)

RSD2 = min
�

I(X2,W2;Y2)−
t
t � (I(X1;V1)− I(X1;Y1)) ,

I(X2;Y2|W2)}

The average rate in BC and MAC mode: tRSR1 + t �RSD2

bits/channel use

Destination first decodes codewords cRD2 and cSD2 in MAC mode.
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Encoding and decoding in MAC mode III

Source rate RSD2 and relay rate RRD2 correspond to a point on the

multiple-access capacity region that can be achieved by successive

decoding (also known as onion peeling, stripping or superposition

coding) of a pair of single-user codes.

After decoding cRD2 and cSD2 desination can decode cSR1 using the

additional information carried by cRD2 as side information.

cSR1 is treated as a codeword cSD1 ∈ CSD1 of rate

RSD1 = I(X1;Y1) ≤ RSR1 using the additional side information from

cRD2 (additional parity information).
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Decoding Regions for DF in BC mode

RDFG = max
P

max
0≤ t,r≤ 1

min{tC (PSR) + t ′C((1 − r2)PSD 2),

tC(PSD 1) + t ′C(PSD 2 + PRD + 2r
√

PSD2 PRD)}, (4)

where r is the correlation between the source and relay signals in
MAC mode, C(x) = 1/2 log(1 + x) is the capacity of a Gaussian
link, and the following are notations for received power

PSR = PS 1γSR, PSD 1 = PS 1γSD,

PRD = PR 2γRD, PSD 2 = PS 2γSD. (5)

INFORMATION THEORETIC DF CODING
The rate in (3) is achieved by the following coding scheme. The
information at the source is first divided into two independent
parts (ω, ν). A total of N symbols are transmitted of which tN
are transmitted in BC mode, and the rest are sent in MAC mode.
(We assume that tN is an integer.) For this discussion, we will
refer to the rates of component codes in mutual information
terms because it conveys greater intuition.

ENCODING AND DECODING IN BC MODE
In BC mode, the source encodes ω to produce a tN symbol-
length codeword cSR1 ∈ CSR1 with rate 

RSR1 = I(X1; V1). (6)

The codeword cSR1 with added noise is received by both the
relay and the destination. Since RSR1 is an achievable rate for
the SR link, the relay can decode cSR1 reliably. However, the des-
tination cannot decode because the capacity of the SD link is
less than that of the SR link. (DF relaying outperforms direct
communication only if the SR link is better than the SD link.)
The destination, therefore, stores the received signal for decod-
ing at the end of MAC mode.

ENCODING AND DECODING IN MAC MODE
The destination already has tNI(X1; Y1) bits of information in
the undecodable noisy codeword cSR1 from BC mode. It needs
an additional tN(I(X1; V1) − I(X1; Y1)) bits to reliably decode
cSR1 . These extra bits are sent jointly by the source and the relay
using a codeword c RD2 ∈ CRD2 of rate

RRD2 = t
t ′ (I(X1; V1) − I(X1; Y1)). (7)

The codeword cRD2 is, in general, sent jointly by S and R to D,
and not by R alone to D as the name suggests.

The second part of the information, ν, is also sent in MAC
mode using a codeword cSD2 ∈ CSD2 which utilizes the remain-
ing capacity of the multiple access channel that consists of the
source and relay as transmitters and the destination as the
receiver. The new information ν is sent by the source alone,
since the relay does not have access to it. The amount of new
information is bounded by the capacity region of the multiple-
access channel, and its rate is given by

RSD2 = min{I(X2, W2; Y2) − t
t ′ (I(X1; V1) − I(X1; Y1)),

I(X2; Y2|W2)}. (8)

so that the average rate in BC and MAC modes equals
tRSR1 + t ′ RSD2 bits per channel use.

The destination first decodes the codewords cRD2 and cSD2

transmitted in MAC mode. The source and relay rates in MAC
mode, RSD2 and RRD2 , correspond to a point on the multiple-
access capacity region that can be achieved by successive
decoding (also known as onion peeling, stripping, or superpo-
sition coding) of a pair of single-user codes. After decoding
cSD2 and cRD2 , the destination can decode the noisy codeword
cSR1 using the information carried by cRD2 as side information.
For decoding cSR1 , the destination treats it as a codeword
cSD1 ∈ CSD1 of rate

RSD1 = I(X1; Y1). (9)

The rate RSD1 is lower than RSR1 due to the presence of side
information in the form of cRD2 . For example, if all codes were
binary codes, then the information bits in cRD2 would act as
additional parity (side information) for cSR1 . The use of side
information is explained in Figure 4.

Several families of codes can be used as components in the
information theoretic coding scheme described above, of which
we choose LDPC codes. LDPC codes have an important advan-
tage in this regard: their graphical structure can be optimized
for cooperative channels to yield performance that approaches
theoretical limits. The following section is a short introduction
to LDPC codes. 

[FIG4] Coding for DF: S transmits codeword cSR1 = cSD1 in BC
mode. The inner circle denotes the maximum noise from
which a codeword in CSR1 can be recovered. The received
signal at R is inside this circle, therefore R can decode
correctly, but the signal at D is not decodable. In MAC mode,
S and R send additional information to D about cSR1 .
Consequently, the same codeword cSD1 now effectively
belongs to a lower rate code CSD1 , and can be recovered from
more noise (shown by the outer circle) at D. 

cSD1 + nSD : BC Mode Codeword
Corrupted with Noise over SD Link

cSR1 = cSD1

cSR1+nSR

cSD1 + nSD

r1
r2

r1 ( r2) : Maximum Noise from Which a
Codeword in CSR1 (CSD1) Can Be Recovered

cSR1 = cSD1 : Transmitted
Codeword in BC Mode

cSR1 + nSR : BC Mode
Codeword Corrupted with
Noise over SR Link
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Introduction to LDPC Codes I

Binary LDPC code:

Linear block code with n × m sparse parity-check matrix

Matrix can be represented by a bipartite graph with

n variable nodes corresponding to rows (bits in the codeword)
m check nodes corresponding to columns (parity check equations)
an edge between a variable and a check node represents a one in a
certain row and column
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Introduction to LDPC Codes II

INTRODUCTION TO LDPC CODES
A binary LDPC code is a linear block code with a sparse pari-
ty-check matrix. This n × m parity check matrix can be rep-
resented by a bipartite graph (Figure 5) with n variable
nodes corresponding to rows (bits in the codeword) and m
check nodes corresponding to columns (parity check equa-
tions). A one in a certain row and
column of the above matrix
denotes an edge between the corre-
sponding variable and check nodes
in the graph, whereas a zero indi-
cates absence of an edge.

An LDPC code ensemble is charac-
terized by its variable and check degree
distributions (or profiles)
λ = [λ2 . . . λdv] and ρ = [ρ2 . . . ρdc]
respectively, where λi (ρi) denotes
the fraction of edges connected to a variable (check) node of degree
i, and dv (dc) is the maximum number of edges connected to a vari-
able (check) node. An equivalent representation uses generating
functions

λ(x) =
dv∑

i=2
λi x i−1 , ρ(x) =

dc∑

i=2
ρi x i−1. (10)

The design rate of an ensemble is given in terms of λ(x) and
ρ(x) by

R = 1 − m
n

= 1 −
∫ 1

0 ρ(x)dx
∫ 1

0 λ(x)dx
. (11)

The notion of a degree profile is important because nearly all
codes with the same profile have similar decoding performance
in the limit of infinite blocklength and infinite decoding itera-
tions. This seminal result is commonly known as the concentra-
tion theorem [25]. LDPC codes can be decoded by a variety of
message passing algorithms, of which the best known is belief
propagation (also called the sum-product algorithm) [25]. The

density evolution algorithm is a procedure to predict the out-
come of message-passing decoding for codes of a given profile.
Density evolution tracks message probability densities over suc-
cessive decoding iterations, and discovers a noise threshold
(standard deviation of the noise) below which decoding succeeds
with high probability for a randomly chosen code of that profile.

Consequently, density evolution can
search for good code profiles.
Unfortunately, tracking entire densi-
ties over thousands of iterations is
computationally intensive. To reduce
the computational burden of thresh-
old determination, it is common to
approximate the messages as
Gaussians and track their mean, vari-
ance, SNR, mutual information or
some other single parameter ([25],

[31] and references therein). Gaussian approximation, therefore
reduces the infinite dimensional problem of tracking densities
to a one-dimensional problem.

We conclude our brief summary of LDPC codes, density evo-
lution and its Gaussian approximation here. The interested
reader can refer to [25] and references therein.

LDPC CODE DESIGN FOR DF RELAYING
We are now ready to discuss the binary LDPC code design pro-
posed in [16] that emulates the information theoretic scheme
described previously. One important point to mention before we
discuss the code construction is that according to information
theory, the source and relay signals should have an optimal cor-
relation r in MAC mode. However, we note that any correlation
of inputs can be achieved by weighted addition of completely
uncorrelated signals with completely correlated signals.
Moreover, it has been observed that the achievable rate changes
little with correlation [16]. Therefore, we only need to design
codes for the two extreme cases of r = 0, 1. 

We are now ready to present the binary LDPC coding
schemes for r = 0, 1. The two schemes differ only in MAC mode.
We first describe the full scheme for r = 1,and then explain what
is different for r = 0.We use the same names for the component
LDPC codes as we did in the previous section, to ensure that the
role of each component code is clear. The reader can also apply
the interpretation of Figure 4 to the LDPC coding schemes. 

LDPC CODE DESIGN FOR r = 1
In BC mode, the source S uses an LDPC code CSR1 with an
Nt × Nt(1 − RSR1) parity check matrix to transmit informa-
tion. The relay decodes this codeword. The destination D stores
it for future decoding. In MAC mode, S and R use the BC mode
codeword as the basis for cooperation. Both nodes multiply the
BC mode codeword with an Nt × Nt(RSR1 − RSD1) matrix to
generate Nt(RSR1 − RSD1) additional parity bits (side informa-
tion to help the destination). These additional parity bits are
then channel coded using an LDPC code CRD2 with an Nt ′×
Nt ′(1 − RRD2) parity check matrix and transmitted from both S[FIG5] Graphical representation of a parity check matrix.

1     1     1     0     0
1     1     0     1     0
1     1     0     0     1
1     0     1     0     1
1     0     0     1     1
1     0     1     1     0
0     1     1     0     1
0     1     1     1     0
0     1     0     1     1
0     0     1     1     1

H = Parity Check Matrix of a Rate
½ Code

Variable Nodes (dv = 3)

Bipartite Graph of H

Check Nodes (dc = 6)
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LDPC Code Design for DF Relaying I

Important for code construction:

Source and relay signal should have an optimal correlation r in MAC

mode.

Any correlation of inputs can be achieved by weighed addition of

completely correlated signals (r = 1) and completely uncorrelated

signals (r = 0)

→ code design for two extreme cases of r = 0, 1 only.

LDPC code optimization using density evolution using Gaussian

approximation, see [3] for more details.
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LDPC Code Design for DF Relaying II

and R in a phase synchronized manner to the destination.
Therefore, the new information ν described previously is absent
when r = 1. The bits communicated by CRD2 , in addition to the
parity bits of the original code CSR1 , form a code CSD1 of lower
rate RSD1 that is decodable by D. Figure 6 shows the LDPC code
structure for r = 1 (with the switch
in the figure open, implying the
absence of code CSD2 in MAC mode).

LDPC CODE DESIGN FOR r = 0
The BC mode remains unchanged.
In MAC mode, the source and the
relay transmit independent information. The relay first gener-
ates additional parity bits from the BC mode codeword by
multiplying with a Nt × Nt(RSR1 − RSD1) matrix (the same as
for r = 1).  It  then uses an LDPC code CRD2 with an
Nt ′ × Nt ′(1 − RRD2) parity check matrix to encode and
transmit the additional parity information in MAC mode.
The information carried by this codeword enables decoding
of the BC mode codeword at the end of MAC mode. The
source, in MAC mode, uses an LDPC code CSD2 with an
Nt ′ × Nt ′(1 − RSD2) parity check matrix to send new infor-
mation to the destination. At the end of MAC mode, D uses
successive decoding to recover both the additional parity
information and the new source information. Finally, the
additional parity bits received in MAC mode are used to
decode the received BC mode codeword at D. Figure 6 shows a
block diagram of the overall coding scheme for r = 0 (with
the switch in the figure closed).

OPTIMIZATION OF LDPC CODE PROFILES
The novel challenge in relay coding is identical for both
r = 0, 1, and that is to build two LDPC codes CSR1 and CSD1 that
are both excellent single-user codes of different rates
RSR1 and RSD1 respectively, such that the graph of CSR1 is a sub-

graph of CSD1 . In Figure 6, the com-
ponent LDPC codes are represented
by rectangles with rounded edges.
Both CSR1 and CSD1 must produce
codewords of length tN symbols.
Therefore, CSR1 has tN(1 − RSR1)

parity check nodes, and CSD1 has
tN(1 − RSD1) parity nodes that are a superset of those belong-
ing to CSR1 . Finding the profiles of the above pair of codes is a
constrained optimization problem that is solved by modifying
the density evolution algorithm that was originally invented for
single-user codes [25].

In the optimization of constituent LDPC codes, several
useful simplifications that can be made in implementing den-
sity evolution for single-user links (such as assuming con-
centrated check node distributions) no longer remain valid.
The resulting increase in the complexity of density evolution
is daunting. The complexity of density evolution can be
reduced by adapting the Gaussian approximation of density
evolution ([31] and references therein) to the relay channel
[16]. The Gaussian approximation reduces the infinite
dimensional problem of tracking densities to a readily solv-
able linear program. Additional details of the optimization
procedure can be found in [16].

[FIG6] LDPC code structure for r = 0, 1.

Check Nodes for BC Mode SR Code

Received Codeword for BC Mode

Variable Nodes for BC Mode

Noise

CSR1

CSD1

CSD2

CRD2Extra Check Nodes for BC Mode SD Link

Check Nodes for MAC Mode SD Link

Check Nodes for MAC Mode RD Link

Variable Nodes for MAC Mode SD Link

Variable Nodes for MAC Mode RD Link

Noise

Received Codeword for MAC Mode

Closed if r = 0
Open if r = 1

+ +

Nt N(1−t )

N(1 − t )(1 − RSD2)

N(1 − t )(1 − RRD2)
Nt(RSR1 − RSD1)

Nt (1 − RSR1)

N(1−t )
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Numerical Results I

NUMERICAL RESULTS
The performance results of relay codes designed using the modi-
fied density evolution algorithm mentioned above are presented
in this section. The results include asymptotic noise thresholds,
which indicate how the optimized code profiles would perform
in the limit of infinite blocklength and infinite decoding itera-
tions. We also look at bit error rate (BER) simulation results
with randomly generated component LDPC codes for a single
point of SNR. 

In Figure 7(a), we plot the limiting performance (rate vs.
Eb/N0) of the LDPC coding schemes, and compare them with
the theoretical performance for binary signaling. For a maxi-
mum variable node degree dv = 25, the thresholds of the overall
relay coding scheme are approximately 0.4 dB from the DF
bound if we choose the better of r = 0, 1. 

BER simulations are performed for P = −1 dB where
t = 0.65 yields the best rate; therefore, maintaining the BC
mode time fraction, we choose the BC mode codeword to be
130000 bits and the MAC mode codewords to be 70000 bits
long. We show results for 300 decoding iterations. The codes are

randomly generated from the same profiles for which the overall
thresholds are given in Figure 7(a). No cycle removal is per-
formed except removing double edges between node pairs. 

Figure 7(b) plots the BER vs. Eb/N0 for each of the three
constituent codes. The gap to the asymptotic threshold is nearly
1 dB for the code CSD1 , whereas it is significantly less for single-
user codes of comparable profiles. Due to the fact that CSD1 does
not have a concentrated check degree, approaching the thresh-
old takes more iterations. For the case of r = 0, the BER per-
formance of the component codes is similar to that of the r = 1
codes. The only difference is that there are two codes CSD2 and
CRD2 in MAC mode, and the two are successively decoded. It is
also possible to decode the two codes jointly using an iterative
algorithm between the demodulator and the decoder to obtain
slightly better performance. 

EF RELAY CODING
In this protocol, the relay forwards a quantized estimate of
its received signal. It is convenient to represent this esti-
mate by introducing an additional variable V̂1 in the chan-
nel model (1),

V̂1 = κ(V1 + Nq). (12)

Here, Nq represents the quantization error, which is zero
mean with variance σ 2

q and independent of V1. The parameter κ
included for correctness ([26, Figure 9. 7. 3]), depends on the
quantization error and the source variance; however, we may
safely ignore it since it does not affect rate calculations. 

The following rate is achieved by EF relaying on a general
half-duplex relay channel [4]

REF = max
0≤t≤1

max
p(x1),p(x2),p(w2)

tI(X1; Y1, V̂1) + t ′ RSD2 , (13)

subject to the constraint

tI(V1; V̂1|Y1) ≤ t ′ RRD2 , (14)

where RSD2 and RRD2 satisfy

RSD2 ≤ I(X2; Y2|W2) , RRD2 ≤ I(W2; Y2|X2) ,

RSD2 + RRD2 ≤ I(X2, W2; Y2). (15)

where the channel probabilities are p(x1, v1, v̂1, y1) =
p(x1)p(v1, y1|x1)p(v̂1|v1) in BC mode, and p(x2, w2, y2) =
p(x2)p(w2)p(y2|x2, w2) in MAC mode. On a half-duplex
Gaussian relay channel, the above expressions are analytically
evaluated to yield the following achievable rate [4]

REFG = max
P

max
0≤t≤1

tC

(
γSD PS1 + γSR PS1

1 + σ 2
q

)
+ t ′ RSD2 , (16)

subject to the constraint[FIG7] Performance of LDPC DF codes.
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Limiting performance of LDPC coding scheme compared to binary

signaling in the direct link.
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Numerical Results II

NUMERICAL RESULTS
The performance results of relay codes designed using the modi-
fied density evolution algorithm mentioned above are presented
in this section. The results include asymptotic noise thresholds,
which indicate how the optimized code profiles would perform
in the limit of infinite blocklength and infinite decoding itera-
tions. We also look at bit error rate (BER) simulation results
with randomly generated component LDPC codes for a single
point of SNR. 

In Figure 7(a), we plot the limiting performance (rate vs.
Eb/N0) of the LDPC coding schemes, and compare them with
the theoretical performance for binary signaling. For a maxi-
mum variable node degree dv = 25, the thresholds of the overall
relay coding scheme are approximately 0.4 dB from the DF
bound if we choose the better of r = 0, 1. 

BER simulations are performed for P = −1 dB where
t = 0.65 yields the best rate; therefore, maintaining the BC
mode time fraction, we choose the BC mode codeword to be
130000 bits and the MAC mode codewords to be 70000 bits
long. We show results for 300 decoding iterations. The codes are

randomly generated from the same profiles for which the overall
thresholds are given in Figure 7(a). No cycle removal is per-
formed except removing double edges between node pairs. 

Figure 7(b) plots the BER vs. Eb/N0 for each of the three
constituent codes. The gap to the asymptotic threshold is nearly
1 dB for the code CSD1 , whereas it is significantly less for single-
user codes of comparable profiles. Due to the fact that CSD1 does
not have a concentrated check degree, approaching the thresh-
old takes more iterations. For the case of r = 0, the BER per-
formance of the component codes is similar to that of the r = 1
codes. The only difference is that there are two codes CSD2 and
CRD2 in MAC mode, and the two are successively decoded. It is
also possible to decode the two codes jointly using an iterative
algorithm between the demodulator and the decoder to obtain
slightly better performance. 

EF RELAY CODING
In this protocol, the relay forwards a quantized estimate of
its received signal. It is convenient to represent this esti-
mate by introducing an additional variable V̂1 in the chan-
nel model (1),

V̂1 = κ(V1 + Nq). (12)

Here, Nq represents the quantization error, which is zero
mean with variance σ 2

q and independent of V1. The parameter κ
included for correctness ([26, Figure 9. 7. 3]), depends on the
quantization error and the source variance; however, we may
safely ignore it since it does not affect rate calculations. 

The following rate is achieved by EF relaying on a general
half-duplex relay channel [4]

REF = max
0≤t≤1

max
p(x1),p(x2),p(w2)

tI(X1; Y1, V̂1) + t ′ RSD2 , (13)

subject to the constraint

tI(V1; V̂1|Y1) ≤ t ′ RRD2 , (14)

where RSD2 and RRD2 satisfy

RSD2 ≤ I(X2; Y2|W2) , RRD2 ≤ I(W2; Y2|X2) ,

RSD2 + RRD2 ≤ I(X2, W2; Y2). (15)

where the channel probabilities are p(x1, v1, v̂1, y1) =
p(x1)p(v1, y1|x1)p(v̂1|v1) in BC mode, and p(x2, w2, y2) =
p(x2)p(w2)p(y2|x2, w2) in MAC mode. On a half-duplex
Gaussian relay channel, the above expressions are analytically
evaluated to yield the following achievable rate [4]

REFG = max
P

max
0≤t≤1

tC

(
γSD PS1 + γSR PS1

1 + σ 2
q

)
+ t ′ RSD2 , (16)

subject to the constraint[FIG7] Performance of LDPC DF codes.
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Figure source: [1, Fig. 7 (b)]

BER vs. Eb/N0 for each of the three constituent codes.
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